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Abstract- The chaos-based cryptographic algorithm offers new ways to develop 

efficient multimedia encryption schemes which have been motivated by the 

chaotic properties. The proposed image encryption system uses a Rossler 

Attractor map which has 3 initial values x, y and z, and 3 parameter values, a, b 

and c. In addition to this, a fuzzy logic algorithm is used to expand the length of 

the encryption key through a divisibility rule in order to increase the level of 

security of the image encryption system. The new encryption key is used as one 

of the initial values of the Rossler Attractor map to create a set of non-linear 

values. These set of values are then used in an exclusive operation together with 

the RGB values of the image. The experimental result of the study involves the 

use of statistical and security analyses and the proposed image encryption 

system have been successful in hiding the statistical data of the image and in 

producing a pure cipher image. Thus, the study has been able to develop a new 

and improved way of securing an image by using encryption with the help of a 

fuzzy logic algorithm. 

 

Keywords: divisibility rule, chaos system, Rossler Attractor map, image 

encryption 

 

 

1. INTRODUCTION 

 

Nowadays, copying and distributing the work of other people can be 

seen often in the internet because  of  the  fast  growing information 

technology  industry  and the development  of  new  programs  to  hack  

through system domains and computers. In order to prevent data loss and 

plagiarism, securing the data must be performed with the use of encryption. 

Since most of the information that can be seen in the internet environment is 
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in the form of an image, an image encryption system is the most practical to 

study. 

With regards to image encryption, the study of chaos systems is 

often used because of its many similarities with an image encryption process. 

The chaos systems are non-linear bodies that are sensitive and dependent to 

their initial conditions. When the initial conditions are changed, the output 

values will also change dramatically. This property of a chaos system can be 

applied in an image encryption process wherein the encryption keys entered 

by the user can be used as the initial conditions of the chaos system. 

The main point of an image encryption process is to prevent 

unauthorized individuals from obtaining the original image. And only 

individuals who knows the correct encryption key have the right to obtain the 

original image. And when a wrong key is used in the image encryption 

system, only a pure noise image should be produced. 

Artificial intelligence can be used in addition to an image encryption 

system in order to eliminate the weaknesses of the system. To determine 

the level of security and the strength and weaknesses of an image 

encryption system, different statistical and security analyses can be 

performed such as histogram analysis, entropy analysis and correlation 

coefficient analysis.  

 

2. THE PROPOSED ENCRYPTION SCHEME 

 

This study aims to create a chaos-based image encryption system 

utilizing Rossler Attractor map with Fuzzy Logic. The level of security of the 

image encryption process will be the main focus in this study. The main 

problem of most image encryption schemes with respect to security is the key 

space and since an encryption key is the part that mostly contribute to this 

problem, because of its limited character space, a fuzzy logic algorithm is 

used to implement a set of rules for expanding the length  of  the  encryption  

key. The encryption key used in this study can only accept numeric character 

that ranges from 0 to 9. The fuzzy logic rule aims to transform the encryption 
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key into a new set of characters by multiplying the encryption key with a set 

of fixed numbers that are dependent on the divisibility of the encryption key. 

 

The Fuzzy Logic Divisibility Rules 

 

 If the encryption key is divisible by 10 then multiply it by the length of 

the encryption key 10 times. 

 If the encryption key is divisible by 9 then multiply it by the length of 

the encryption key 9 times. 

 If the encryption key is divisible by 8 then multiply it by the length of 

the encryption key 8 times. 

 If the encryption key is divisible by 7 then multiply it by the length of 

the encryption key 7 times. 

 If the encryption key is divisible by 6 then multiply it by the length of 

the encryption key 6 times. 

 If the encryption key is divisible by 5 then multiply it by the length of 

the encryption key 5 times. 

 If the encryption key is divisible by 4 then multiply it by the length of 

the encryption key 4 times. 

 If the encryption key is divisible by 3 then multiply it by the length of 

the encryption key 3 times. 

 If the encryption key is divisible by 2 then multiply it by the length of 

the encryption key 2 times. 

 If the encryption key is a prime number then multiply it by the 

length of the encryption key. 

 

After the fuzzy logic process, the expanded encryption key is used as 

one of the initial conditions of the Rossler Attractor map. The Rossler Attractor 

map is a three dimensional non-linear system that uses x, y and z as its initial 

values and a, b and c as its parameters.  
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The Rossler Attractor can be described using the following equations: 

 

(1) 

 (2) 

 (3) 

 

In this study, the initial values x, y and z are all set to 0.1 while 

parameter a is set to 0.2 and parameter c is set at 5.7. Parameter b of the 

Rossler Attractor map will have a value of 0.1 concatenated with  a  single  

digit  value  that  comes  from  the expanded  encryption  key. A Simulink 

model was constructed in order to prove the functionality of the initial 

conditions. 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Plot of the X and Y, Y and Z and X and Z axes of the Simulink Model of the 

Rossler Attractor map at initial conditions of a = 0.2, b = 0.1, c = 5.7, x =0.1, y = 0.1 

and z = 0.1. 
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Fig. 2 Procedure of the proposed chaos-based image encryption system 

 

Fig.2 shows an example of the main process of   the proposed   

chaos-based   image   encryption system wherein the topmost box is the 

encryption key entered by the user, the lower left box is the image to be 

encrypted, the middle boxes represent the Rossler Attractor map and the 

exclusive or functions and the lower right box is the new image produced by 

the proposed chaos-based image encryption system. 

 

The Proposed Chaos-Based Image Encryption System Procedure 

1. Enter the image that needs to be encrypted and the desired numeric 

encryption key. 

2. Implement the fuzzy logic divisibility rule to expand the length of the 

encryption key. 

3. Separate the   digits of   the   newly expanded encryption key. 

4. Concatenate a single digit in procedure number 4 to a 0.1 value. 

5. Use the values in procedure number 5 as parameter b and generate 

the Rossler Attractor map. 

6. Create a similar-sized matrix for each dimension of the image entered in 

procedure number 1. 
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7. Put the values generated by the Rossler Attractor map into the matrices. 

8. Keep   generating   values   from   the   Rossler Attractor map until all 

the matrices are filled with values. 

9. Use an exclusive or (XOR) function between each dimensions of the 

image and the matrices prepared in procedure number 8. 

10. Repeat procedure numbers 4 to 9 for the next single digit number in 

procedure number 3. 

 

3. EXPERIMENTAL RESULTS 

 

The Baboon, F16 and House images are used to test the functionality 

of the image encryption system. 

 

Table 1 Encrypted and decrypted test images 
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Table 1 shows how the proposed image encryption system had 

encrypted and decrypted the test images. When the test images are all 

encrypted with the same encryption key 325801019, it produced a noise 

like image that does not contain any trace of the original image and when 

the encrypted test images are decrypted using the same encryption key 

325801019, the original test images were completely recovered. 

 

Security Analysis 

 

Key Space Analysis 

The key space is the set of all possible combinations of characters 

to produce an encryption key. In this study, the encryption key, which is 

composed of numeric characters that range from 0 to 9, is limited into a 

10n possible encryption keys. But since the length of the proposed image 

encryption system’s encryption key is indefinite, the key space can be 

defined as 10 ∞ or an infinite combination of numeric characters. 

 

Key Sensitivity Analysis 

The key sensitivity analysis is the study that involves how the 

image encryption system handles wrong encryption keys, especially those 

that have slight difference from the correct encryption key. 

 

Table 2 Decrypted test images with wrong decryption keys 
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Table 2 shows how the proposed image encryption system had 

decrypted the encrypted image using different kinds of image encryption 

system and an encryption key that has slight difference from the correct 

encryption key. When the encrypted image was  decrypted  using  the  

image  encryption system that does not involve the fuzzy logic rules, it 

produced an image that contains some traces of the original image while 

when the encrypted image was decrypted the image encryption system 

that uses the fuzzy logic rules, it still produces a pure noise image. 

 

Statistical Analysis 

 

Image Histogram Analysis 

 

The   Histogram   analysis   is   a   diagram consisting of rectangles 

that represent the frequency of the tone of each pixel values of an image. An 

effective image encryption system is expected to produce a flat distributed 

histogram of the encrypted image so that no statistical data can be seen 

through the image. 

 

Table 3 Image Histogram Analysis of the original, encrypted and decrypted 

Baboon images 
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Table 4 Histogram analysis of the original, encrypted and decrypted F16 images 

 

Table 5 Histogram analysis of the original, encrypted, decrypted House images 
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Tables 3, 4 and 5 show the histogram changes of the images. It 

can be seen in the tables that as the test images are encrypted, their 

histograms change from randomly distributed histograms into flat  

distributed  histograms  while  when  these encrypted test images are 

decrypted using the correct encryption key, their histograms returned to 

their original histograms. But when the encrypted test images are 

decrypted using wrong encryption keys and without fuzzy logic, their 

histograms are still flat distributed histograms. 

 

Information Entropy Analysis  

 

The information entropy is a statistical value that represents the 

randomness of the texture of an image. An effective image encryption 

system is expected to produce an encrypted image that has a minimum 

value of 8 information entropy value to ensure the randomness of the 

whole image. 

 

Table 6 Information entropy values of original, encrypted and decrypted images 
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Tables 6 shows the new information entropy  of  the  test  images,  

after  the  encryption process, increases above 7.6 values while when the 

encrypted test image is decrypted using the correct encryption key their 

information entropy returned back into their original values. And when 

decrypting the encrypted test images using wrong encryption keys, the 

information entropy values still remain at a high value. 

 

Correlation Coefficient Analysis 

 

The correlation coefficient analysis determines the strength of 

relationship between two variables. An effective image encryption system is 

expected to produce an almost zero correlation coefficient value of the 

encrypted image, to hide the relationship of the variables of the encrypted 

image. 

 

Table 7 Correlation coefficient values of the original, encrypted and decrypted baboon 

images 
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Table 8 Correlation coefficient plots of the original, encrypted and decrypted baboon 

images 

 

Table 9Correlation coefficient analysis of the original, encrypted and decrypted 

F16 images 
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 10 Correlation coefficient plots of the original, encrypted and decrypted F16 images 

 

Table 11 Correlation coefficient value of the original, encrypted and decrypted house 

images 
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Table 12 Correlation coefficient plots of the original, encrypted and decrypted F16 

images 

 

Tables 7, 8, 9, 10, 11 and 12 show that after the original images 

have been encrypted, their correlation values have been decreased to a very 

small value and their plots have become scattered. The nearer the value 

to zero, the weaker the relationship of the set of values and the lesser the 

amount of information that can be traced on the encrypted image and the 

distances between their plots represent how the encrypted images have 

weak relationships. In decrypting the encrypted image with the use of the 

correct encryption key, it can be seen in the table that the correlation 

coefficient values and plots are returned to their original while decrypting the 

encrypted images using wrong decryption keys, the correlation values and 

plots still represent a very weak correlation coefficient. 
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4. CONCLUSION 

 

Based on the results of the statistical and security analyses done 

on the proposed system it is safe to conclude that utilizing Rossler Attractor 

map with fuzzy logic in image encryption offers a high level of data security. 

The proposed image encryption system has been able to successfully hide 

the statistical data of the images by having a high entropy values of more 

than 7.6, low correlation coefficient values of 0.003 and flatly distributed 

histograms. In addition to these statistical data, attackers could not easily 

obtain the correct encryption key because the proposed image encryption 

system uses 2∞ possible character combinations for the encryption key 

which makes   the   key   space   of   the   proposed   image encryption 

system theoretically infinite.  
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